Learning to Predict Indoor Illumination from a Single Image
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We propose an automatic method to infer high dynamic range illumination from a single, limited field-of-view, low dynamic range photograph of an indoor scene. In contrast to previous work that relies on specialized image capture, user input, and/or simple scene models, we train an end-to-end deep neural network that directly regresses a limited-field-of-view photo to HDR illumination, without strong assumptions on scene geometry, material properties, or lighting. We show that this can be accomplished in a three step process: 1) we train a robust lighting classifier to automatically annotate the location of light sources in a large dataset of LDR environment maps, 2) we use these annotations to train a deep neural network that predicts the location of lights in a scene from a single limited field-of-view photo, and 3) we fine-tune this network using a small dataset of HDR environment maps to predict light intensities. This allows us to automatically recover high-quality HDR illumination estimates that significantly outperform previous state-of-the-art methods. Consequently, using our illumination estimates for applications like 3D object insertion, produces photo-realistic results that we validate via a perceptual user study.
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1 INTRODUCTION

Inferring scene illumination from a single photograph is a challenging problem. The pixel intensities observed in an image are a complex function of scene geometry, materials properties, illumination, the imaging device, and subsequent post-processing. Disentangling one of these factors from another is an ill-posed inverse problem. This is especially hard from a single limited field-of-view image, since many of the factors that contribute to the scene illumination are not even directly observed in the photo (Fig. 2). This problem is typically addressed in two ways: first, by assuming that scene geometry (and/or reflectance properties) is given (either measured using depth sensors, reconstructed using other methods, or annotated by a user), and second, by imposing strong low-dimensional models on the lighting (e.g., low-frequency spherical harmonics).

While we have made significant progress in single-image geometric reconstruction [Bansal et al. 2016; Eigen and Fergus 2015] and reflectance estimation [Bell et al. 2015; Zhou et al. 2015], state-of-the-art techniques are still significantly error-prone. These errors can then propagate into lighting estimates when they are directly used in a rendering-based optimization. Fundamentally, indoor lighting varies widely in its geometric and photometric properties; for example, the same scene can have large windows, bright spot lights, and diffuse lamps. This wide range of illuminants typically cannot be accurately represented by low-dimensional lighting models.

This paper proposes a method to infer high dynamic range (HDR) illumination from a single, limited field-of-view, low dynamic range (LDR) photograph of an indoor scene. Our goal is to be able to model the range of typical indoor light sources, and choose a spherical environment map (or IBL) representation that is often used to represent real-world illumination [Debevec 1998]. We also want to make this inference robust to errors in geometry, surface reflectance, and scene appearance models. To this end, we introduce an end-to-end learning based approach, that takes images as input and predicts illumination using deep neural networks.
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Deep neural networks have been successfully applied to closely related problems such as depth estimation [Bansal et al. 2016; Eigen and Fergus 2015], reflectance map estimation [Rematas et al. 2016], and intrinsic images [Zhou et al. 2015]. In the vein of this previous work, we propose training a deep neural network to learn a representation for image appearance in terms of illumination. However, training such a network would require a large database of image-HDR illumination pairs. Such a dataset does not currently exist and would require a significant amount of time and effort to assemble. Instead, we resort to the large database of 360 LDR panoramas of Xiao et al. [2012]. However, using LDR panoramas as training data poses an additional challenge: the light sources are not explicitly available. Hence, we also introduce a method to detect light sources on a given LDR panorama image, which significantly outperforms the state-of-the-art. We use the results of this algorithm as the output for the training pairs, and images cropped from the corresponding panoramas as the input. This allows us to predict the location of light sources in a scene, but not the intensities of the lights since this information is not accurately captured in LDR panoramas. We resolve this by capturing a new dataset consisting of 2100 HDR environment maps. Fine-tuning the network trained on LDR panoramas using this HDR data allows us to train a network that directly regresses an LDR, limited-field-of-view photo to the true HDR scene illumination.

Unlike previous work, our technique does not require special image capture or user input. Nor does it rely on any assumptions on scene appearance, geometry, material properties or lighting. Instead, we can automatically recover illumination estimates from images of indoor scenes truly captured “in the wild”. Our work significantly outperforms previous state-of-the-art methods. Consequently, using these illumination estimates for applications like 3D object insertion lead to results that are photo-realistic (e.g. Fig. 1). We demonstrate this over a large set of examples and via a perceptual user study that indicates that objects lit by our illumination estimates are almost indistinguishable from those lit by ground truth illumination. We believe that this represents a significant step forward on an important, and challenging scene understanding problem.

Contributions. Our main contributions are:
1. An end-to-end illumination estimation method that leverages a deep convolutional network to take a limited-field-of-view image as input and produce an estimation of HDR illumination.
2. A state-of-the-art light source detection method for LDR panoramas and a panorama warping method, that help generate training data for the end-to-end illumination estimation network.
3. A new HDR environment map dataset that can be used to train and evaluate illumination estimation or other scene inference tasks.
4. A benchmarking of the state-of-the-art in single image scene illumination estimation by means of a perceptual user study.

2 RELATED WORK
Reconstructing a scene—and all its properties including geometry, surface reflectance, and illumination—from a single image is one of the long-standing goals of computer vision and graphics, and has been extensively studied in the literature. Because these properties are intrinsically tied to each other, estimating each of them often relies on reconstructing the others too [Barron and Malik 2013b]. In this related work, we will specifically focus on techniques for recovering illumination.

The seminal work of Debevec [1998] on image-based lighting demonstrated that capturing several photographs of a mirrored sphere using different exposures can be used to reconstruct a physically-correct, omnidirectional HDR radiance map, which can then be used to realistically render novel objects into the scene. Follow-up work has demonstrated that the same can be done from a single shot, provided there is also a diffuse sphere in the scene [Reinhard et al. 2010], or a metallic/diffuse hybrid sphere [Debevec et al. 2012].

Previous work on illumination estimation typically models scene appearance as a function of the scene geometry, reflectance properties, and illumination, and optimizes for values that best explain the captured image. This appearance model is typically Lambertian shading under a low-dimensional lighting model like low-order spherical harmonics. This is combined with known geometry captured using depth sensors [Barron and Malik 2013a] or reconstructed using multi-view stereo [Wu et al. 2011] or model-based fitting [Valgaerts et al. 2012] to estimate lighting. Moreno et al. [2010] assume that the lighting consists of a known set of discrete point lights. These techniques recover illumination from isolated objects [Lombardi and Nishino 2016], for which a low-dimensional lighting model is sufficient and the geometry and reflectance can be well modeled. However, we are interested in recovering illumination from indoor scenes that exhibit complex cluttered geometry, spatially-varying non-Lambertian appearance, and a wide variety of lighting conditions that cannot be be parameterized accurately with low-dimensional models. Therefore, we use a more general environment map representation and directly regress it from the image without relying on potentially inaccurate appearance models.

Lalonde et al. [2010] focus on recovering outdoor illumination that is well approximated by analytical sun-sky models. Hold-Geoffroy et al. [2017] propose a deep learning-based method to predict outdoor illumination from a single input image. Like us, they train their network with image/illumination pairs created from a panorama database. However, outdoor illumination is distant and well approximated by low-dimensional analytical models. As a result, they are able to fit the 3-parameter Hošek-Wilkie model [2012] to LDR panoramas to recover HDR illumination, and train a deep neural network to predict these 3 parameters. In contrast, lighting in indoor scenes is complex and cannot be approximated well with simple low-dimensional models. Instead, we use a non-parametric HDR IBL representation and this makes learning indoor illumination challenging in terms of both data generation and network training.
In this work, we address these challenges with a number of novel contributions. We propose a two-stage training process that initially learns to predict light locations from LDR data, and is later fine-tuned to predict light intensities on an HDR dataset. To generate data for the light location prediction task, we develop a state-of-the-art light detector that we use to annotate a large LDR panorama database. We also propose a panorama warping step that accounts for spatially-localized indoor lighting (vis-a-vis distant outdoor illumination). We also present a new multi-head neural network to recover indoor illumination and train it with a novel rendering loss that progressively improves its light prediction estimates.

Karsch et al. [2011] estimate scene illumination from single images, but rely on user input to annotate geometry and initial lighting, which is then refined using a rendering-based optimization. Zhang et al. [2016] use a similar scheme to recover illumination from a complete RGBD scan of a scene and user-annotated light positions. Karsch et al. [2014] propose an automatic scene inference technique. They detect light sources visible in the image, and leverage the SUN360 panorama database to predict out-of-view lighting. This is done by finding panoramas that are similar in appearance to the input image and using pre-classified light sources in these panoramas as the light sources for the input image. This transforms the illumination estimation problem into one of image matching with the right metric; however, this is a coarse approximation, and in many cases, the matched panorama may have lighting that is arbitrarily different from the actual illumination in the image. In contrast, we propose directly learning the mapping between image appearance and scene illumination, and demonstrate that this leads to better illumination estimates.

More recently, deep neural network-based techniques have been proposed for estimating reflectance maps—the convolution of a surface BRDF with the incident illumination—from a single image [Ramos et al. 2016]. These reflectance maps can then be separated into reflectance and illumination estimates [Georgoulis et al. 2016]. However, these techniques focus on objects of a known class with approximately known shape and spatially constant reflectance. In contrast, the indoor scenes we focus on have significantly more complex shape and reflectance variations. CNN-based methods have also been proposed for estimating scene depth [Eigen and Fergus 2015], surface normals [Bansal et al. 2016; Eigen and Fergus 2015], and intrinsic decompositions for indoor scenes [Zhou et al. 2015]. While challenging, these problems involve recovering properties that are directly observed in the image, unlike lighting which can lie out of the field-of-view and only indirectly affects scene appearance. By recovering illumination from a single image, our work can likely benefit these other scene inference tasks.

3 METHOD OVERVIEW

Our goal, illustrated in fig. 3, is to predict the HDR lighting conditions from a single photograph. If we cast our goal as a learning problem, training data in the form of {photo, HDR light probe} pairs would be ideal for the learning task. Given sufficient data, one could try to regress the HDR light probe directly from the photo. However, such data does not exist currently, and gathering it in sufficient quantity is prohibitively expensive. On the other hand, large datasets of LDR panoramas already exist [Xiao et al. 2012], and since they capture the entire environment of the scene, they can potentially be used to learn illumination. To generate input data for training, we extract rectified crops from these panoramas at various orientations and focal lengths, and attempt to learn the relationship between the crops and the panoramas (see fig. 3).
Unfortunately, we cannot directly learn indoor lighting from LDR panoramas since their low dynamic range does not capture lighting properly [Debevec 1997]. In addition, indoor illumination tends to be localized, i.e., the light sources cannot be assumed to be directional (as is the case outdoors [Hold-Geoffroy et al. 2017]). The center of projection of the panorama can be arbitrarily far away from a point in the cropped scene; as a result, the true illumination incident at this point is, at the very least, a warped version of the panorama.

Given these limitations, we propose using the LDR data to train a network to identify the location of light sources in the scene. We do so using two novel, practical solutions to deal with the aforementioned issues. First, we introduce in sec. 4 a robust method to detect light sources in LDR panoramic images. Second, we introduce a method to warp the panorama such that it better reflects the lighting conditions at the cropped scene (sec. 5).

These solutions allow us to use a large dataset of LDR panoramas [Xiao et al. 2012] to learn to predict indoor lighting from photographs. To this end, we introduce in sec. 6 an end-to-end convolutional neural network which produces a binary light mask indicating the light positions, as well a low-resolution RGB approximation of the entire panorama. Since using a standard loss function to learn a binary light mask heavily penalizes even small shifts of a light source position, we introduce an in-network, differentiable cosine filter which enables efficient learning.

In addition to estimating the positions of light sources, we need to estimate the intensities of these lights to recover complete scene illumination. To achieve this, we captured a new dataset of 2,100 high-quality HDR environment maps spanning a wide range of scenes and illumination conditions. While this dataset is too small to train a network from scratch, we show that it is sufficient to fine-tune our pre-trained light position prediction network to infer light intensities (sec. 7). The fine-tuned network produces a light intensity map and RGB panorama that can be combined to create a final HDR environment map (sec. 8), which in turn can be used to relight virtual objects into the input photo.

4 LDR PANORAMA LIGHT SOURCE DETECTION

In order to use LDR panoramas for training our CNN to detect light sources, we must first detect areas in the panoramas which correspond to bright light sources. To do so, we propose a novel light source detector, and show that it significantly outperforms the approach of Karsch et al. [2014].

4.1 Light classification

After converting to grayscale, the panorama P is rotated by 90° about the pitch angle to yield Prots, so that the zenith is aligned with the horizon line. This rotation is needed to account for the large distortions caused by the equirectangular projection, which severely stretches regions around the poles. Features are then computed over P and Prot separately on square patches at five different scales\(^1\). In particular, we use HOG [Dalal and Triggs 2005], the mean patch elevation, as well as its mean, standard deviation, and 99th percentile intensity values. These features are used to train two logistic regression classifiers for small (e.g., spotlights and lamps) and large

\(^1\)We use 30 × 30 squares at the lowest scale, multiplying their size by 1.5 at each scale.
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We present a novel method that warps the original panorama to approximate the lighting in the cropped photo (bottom row). Notice how the lighting conditions at the scene is incorrect, and results in a backlit bunny. We captured the original panorama as a light source for the photo is wrong; its center of projection is in front of the scene in the photo, and relighting a virtual bunny (top row, right) makes it appear to be backlit. The correct HDR panorama, captured with a light probe at the position of the cropped photo, is shown in the middle row, and captures the location of the lights on top of the scene. We introduce a warping operator that can be estimated with no scene information, and distorts the original panorama to approximate the location of the light sources on the top (bottom row). Relighting an object with the warped panorama yields results that are much closer to the ground truth.

5  PANORAMA RECENTERING WARP

Detecting the light sources in LDR panoramas is not sufficient for training the CNN to learn lighting from a single photo. The fundamental problem is that the panorama does not represent the lighting conditions in the cropped scene, since the panorama center of projection can be arbitrarily far away from the location of the scene points in the cropped photo. Fig. 6 illustrates this issue. The photo shown on the left was cropped from the “original” panorama in the middle column. Treating this original panorama as a light source is incorrect, and results in a backlit bunny. We captured the actual lighting conditions by placing a light probe at the scene (middle column of fig. 6). Notice how the lighting conditions at the scene differ from those in the original panorama. To allow the use of the SUN360 database (from which we can crop photos but do not have access to the scenes to capture ground truth lighting) for training, we present a novel method that warps the original panorama to approximate the lighting in the cropped photo (bottom row).

5.1 Warping operator

The aim of the warping operator is to generate the panorama that would be captured by a virtual camera placed at a point in the cropped photo. This is a challenging problem that is made especially harder by the fact that we do not know the scene geometry, and we make two assumptions to make this task feasible. First, we assume that the scene lies on a sphere, i.e., all scene points are equidistant from the original center of projection. Second, we assume that an image warping suffices to model the effect of moving the camera, i.e., occlusions are not an important factor. These assumptions may not hold for all scene points; however, note that our goal is to model light sources, which are typically located at scene extremities (ceiling, walls, etc.) and are better approximated by these assumptions.

Let us assume that the panorama is placed on the unit sphere, i.e. \( x^2 + y^2 + z^2 = 1 \), with the camera that captured this panorama at the origin of this sphere. The outgoing rays emanating from a virtual camera placed at \( (x_0, y_0, z_0) \), can be parameterized as:

\[
x(t) = v_x t + x_0 \quad y(t) = v_y t + y_0 \quad z(t) = v_z t + z_0.
\]

Intersecting these rays with the panorama sphere yields:

\[
(v_x t + x_0)^2 + (v_y t + y_0)^2 + (v_z t + z_0)^2 = 1.
\]

As illustrated in fig. 7, we want to model the effect of using a virtual camera whose nadir is at \( \beta \). The angle \( \beta \) corresponds to the point in the panorama where the photo is extracted, and we will discuss how this is computed shortly. For the case of translating along the \( z \)-axis, this results in a new camera center, \( \{x_0, y_0, z_0\} = \{0, 0, \sin \beta\} \). Warping in arbitrary directions can trivially be achieved by rotating the environment map before and after the warp. Substituting this
Fig. 7. Overview of the warping problem, illustrated in 2D for simplicity. The circle represents a slice of the spherical panorama along the y–z plane, with the center of projection (illustrated by a camera) at its center. The aim of the warp operator is to create a virtual center of projection with a nadir at an angular distance of \( \beta \) with respect to the original nadir. The angle \( \beta \) corresponds to the point in the panorama where the photo is extracted.

Fig. 8. \( \beta \) selection procedure. From a given crop picture (a), we extract the normals using the method of Bansal et al. [2016] (b). We pick the insertion point by looking at the lowest pixel with a horizontal surface (green X in (a)) and backproject it on to the panorama (c). This gives us the point where we would like the nadir to be, from which \( \beta \) can be trivially recovered. We then warp the panorama using this \( \beta \) (d).

In eq. 2, results in the following second degree equation:

\[
(v_x^2 + v_y^2 + v_z^2)t^2 + 2v_zt \sin \beta + \sin^2 \beta - 1 = 0. \tag{3}
\]

Solving (3) for \( t \) (keeping only positive solutions, as negative roots represent the intersection on the other side of the sphere), maps the coordinates from the original environment map to the ones in the warped camera coordinate system.

The value of \( \beta \) in eq. (3) represents the point in the panorama where the photo is extracted. We expect that users will want to insert objects on to flat horizontal surfaces in the photo, and we reflect this in the choice of \( \beta \) as follows (see fig. 8): we first use the approach of Bansal et al. [2016] to detect surface normals in the cropped image, and find flat surfaces by thresholding based on the angular distance between surface normal and the up vector. We back-project the \( y \)-coordinate of the lowest point of the largest flat area (i.e., the lowest point on the flattest horizontal surface) on to the panorama to obtain \( \beta \). In cases where no horizontal surfaces are found (e.g., a flat vertical wall), no warp is applied as the panorama is assumed to be sufficiently close to scene. Note that we always assume the insertion point to be \( x \)-centered—that is, we do not ask the network to estimate the light at far-left or far-right of the image.

5.2 Impact on lighting estimation

Fig. 6 compares our warped panorama with a ground truth panorama captured in-place for one scene. We also compare our spherical warp with a geometry-based warp obtained with EnvyDepth [Banterle et al. 2013], a system that extracts spatially-varying lighting from environment maps by projecting them onto proxy geometry estimated from manual annotations. Comparative relighting results using the original, spherical warp, and geometry-based warp panoramas are presented in fig. 9. While our operator makes several simplifying scene assumptions, these results illustrate that relighting with our approach provides a close approximation to more expensive techniques, while being completely automatic and without requiring access to the scene. In contrast, the manual labeling process required for the geometric warp takes around 10 minutes per panorama.

The main limitation of our warping operator is that it fails to appropriately model occlusions. Since we treat the panorama as a projection on a sphere, lights that illuminate a scene point, but are not visible from the original camera are not handled by this approach. However, these situations are rare, and as we show in our results, our network filters them out as outliers, and learns a robust scene appearance to illumination mapping.
Table 1. The proposed CNN architecture. After a series of 7 convolutional layers (conv), some with residual connections (res), a fully-connected layer (FC) segues to two heads. The heads aim at reconstructing the light mask $y_{\text{mask}}$ (left) and the RGB panorama $y_{\text{RGB}}$ (right) through a series of de-convolutional layers (deconv). The ELU activation function [Clevert et al. 2016] and batch normalization are used on all layers except the outputs, which are sigmoids for light mask and tangent hyperbolic for panorama prediction. The stride at each layer is indicated between parentheses. The "res" identifiers indicate residual layers [He et al. 2016].

### Layer (stride)

<table>
<thead>
<tr>
<th>Input</th>
<th>FC-8192</th>
<th>FC-6144</th>
</tr>
</thead>
<tbody>
<tr>
<td>conv9-64 (2)</td>
<td>deconv4-256 (2)</td>
<td>deconv4-192 (2)</td>
</tr>
<tr>
<td>conv4-96 (2)</td>
<td>deconv4-128 (2)</td>
<td>deconv4-128 (2)</td>
</tr>
<tr>
<td>res3-96 (1)</td>
<td>deconv4-96 (2)</td>
<td>deconv4-64 (2)</td>
</tr>
<tr>
<td>res4-128 (2)</td>
<td>deconv4-64 (2)</td>
<td>deconv4-32 (2)</td>
</tr>
<tr>
<td>res4-192 (2)</td>
<td>deconv4-32 (2)</td>
<td>deconv4-24 (2)</td>
</tr>
<tr>
<td>res4-256 (2)</td>
<td>conv5-1 (1)</td>
<td>conv5-3 (1)</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>Tanh</td>
<td></td>
</tr>
</tbody>
</table>

Output: light mask $y_{\text{mask}}$  
Output: RGB panorama $y_{\text{RGB}}$

6 LEARNING FROM LDR PANORAMAS

Now that we have the tools to extract accurate lighting information from LDR panoramas, we detail our approach for learning the relationship between a single photo and its lighting conditions.

6.1 Training data preparation

For each SUN360 indoor panorama, we compute the light mask to represent ground truth during the learning process (sec. 4). We then take 8 crops from each panorama at random elevation between $-30^\circ$ and $30^\circ$ and make a projection of them as rectilinear photos. Using our recentering warp (sec. 5), we generate a corresponding warped panorama (and light mask) for each rectilinear photo. We also rotate the warped panorama and corresponding light mask so that the crop region always sits at center azimuth (fig. 3). At the end of this process, we have 96,000 input-output pairs, where the input is a photo, and the output is a pair of a warped panorama and its corresponding light mask.

6.2 Network architecture

As shown in table 1, we use a convolutional neural network that takes the photo as input, produces a low-dimensional encoding of the input through a series of convolutions downstream and splits into two upstream expansions, with two distinct tasks: (1) intensity estimation / binary light mask prediction, and (2) RGB panorama prediction. The encoder is split into two standard convolution layers, followed by four residual layers [He et al. 2016]. The two individual decoders are exclusively composed of deconvolution layers. The input photo is of size $256 \times 192$, whereas the panorama and light mask outputs are of size $256 \times 128$. Each time a stride of 2 is encountered with a convolution (deconvolution) layer, the resolution of its output feature map is divided (multiplied) by two. The output light mask $x_{\text{mask}}$ represents the probability of light for each pixel in the environment map. The RGB panorama $x_{\text{RGB}}$ serves as a high level colored texture in the final environment map. Please see sec. 8 for several examples of estimated light masks and RGB panoramas.

6.3 Loss function

For the RGB panorama prediction task, we use an L2 distance on the pixel output:

$$L_{\text{L2}}(y, t, e) = \frac{1}{N} \sum_{i=1}^{N} (y_i^{(t)} - y_i^{(e)})^2,$$

where $N = \text{width} \times \text{height} \times 3$ is the total number of elements in the image, $y$ is the network prediction, $t$ the ground truth panorama and $s_i$ the solid angle for pixel $i$.

Designing the loss function for the light mask $y_{\text{mask}}$ is not as straightforward. Take, for example, the standard L2 or binary cross entropy losses computed on the light mask directly. If a small bright spotlight is estimated to be located slightly off its ground truth location, a huge penalty will incur. Since pinpointing the exact location of all the light sources from a single photo is not necessary, we instead blur the target light mask with a filter and compute the L2 loss on the blurred version. The filter starts with a coarse, low-frequency representation of the target light mask and progressively sharpens it over training time. To this end, we design a filter based on the cosine distance, followed by an L2 loss for the light mask:

$$\mathcal{L}_{\text{cos}}(y, t, e) = \frac{1}{N} \sum_{i=1}^{N} (\mathcal{F}(y, i, e) - \mathcal{F}(t, i, e))^2,$$

where $e$ is a real value corresponding to the current epoch (formally, $e = \#\text{epochs} + \#\text{current-mini-batch}/\#\text{total-mini-batches}$). The filter $\mathcal{F}$ is defined as:

$$\mathcal{F}(p, i, e) = \frac{1}{K} \sum_{\omega \in \Omega_i} p(\omega) \pi(\omega)(\omega \cdot n_i)^{e+\alpha},$$
where \( \Omega_i \) is the hemisphere centered at pixel \( i \) on the panorama \( p \), \( n_i \) the unit normal at pixel \( i \), and \( K_i \) the sum of solid angles on \( \Omega_i \). \( \omega \) is a unit vector in a specific direction on \( \Omega_i \) and \( s(\omega) \) the solid angle for the pixel in the direction \( \omega \). As seen before, we define \( e \in \mathbb{R} \) as the real valued number of training samples collectively seen, normalized by the total number of training samples.

Since eq. 6 is differentiable, back-propagation can be used to efficiently train our CNN. Fig. 10 shows a visual example of the effect of the cosine distance filter on a binary light mask. Note how the target light mask becomes progressively sharper over time.

The global loss function is then defined as:

\[
L(y, t, e) = w_1 L_{\text{L2}}(y_{\text{RGB}}, t_{\text{RGB}}) + w_2 L_{\text{cos}}(y_{\text{mask}}, t_{\text{mask}}, e). \tag{7}
\]

In our experiments, we use \( w_1 = 100, w_2 = 1, \) and \( \alpha = 3 \).

Our filtering scheme also has a rendering-based interpretation. It is well known that surface reflection for Lambertian objects can be modeled as low-pass filtering [Ramamoorthi and Hanrahan 2001], while specular objects preserve more high frequencies of the illumination. In this sense, our loss function can be thought of evaluating the inferred illumination in terms of the resulting appearance of spheres with increasingly glossy surface reflectance. In this vein, we experimented with directly representing the illumination with spherical harmonics (gradually increasing the number of coefficients to represent higher frequencies of illumination), but found that the network had a tendency to overfit to the ringing artifacts caused by high frequencies in the binary light mask.

6.4 Training details

We use 85% of the panoramas as training data, and 15% as test data. Note that we generate the train-test split such that no crop of the test panoramas exist in the training set. Hence, all tests are performed for scenes and lighting conditions that have not been seen by the network before. We use the ADAM optimizer [Kingma and Ba 2014] with a minibatch size of 64, learning rate of 0.005, and momentum parameters of \( \beta_1 = 0.9, \beta_2 = 0.999 \). Fig. 11-(a) shows the loss (from eq. (7)) curves on the training and test set during training. Training takes roughly 40 hours on an Nvidia Titan X Pascal GPU. At test time, lighting inference (both mask and RGB) from a photo takes approximately 10ms. The batch size was selected so it fills the 12GB memory of the GPU.

7 LEARNING HIGH DYNAMIC RANGE ILLUMINATION

Up to this point we have trained a network that can predict the position of the light sources quite accurately (see sec. 8), but, since it was trained on LDR data, it does not know about the intensities of the light sources. In this section, we further train the network on a novel dataset of high dynamic range panoramas which enables it to jointly reason about light source direction and intensity.

7.1 A new dataset of HDR indoor panoramas

We have captured a novel dataset of 2,100 high-resolution (7768 × 3884), high dynamic range indoor panoramas. To do so, a Canon 5D Mark III camera with a Sigma 8mm fisheye lens was mounted on a tripod equipped with a robotic panoramic tripod head, and programmed to shoot 7 bracketed exposures at 60° increments. The photos were shot in RAW mode, and automatically stitched into a 22 f-stop HDR 360° panorama using the PTGui Pro commercial software. The dynamic range is sufficient to correctly expose all pixels in the scenes, including the light sources. Panoramas were captured in a wide variety of indoor environments, such as schools, houses, apartments, museums, laboratories, factories, sports facilities, etc. A visual overview of panoramas in our novel HDR dataset is shown in the supplementary material. The size and variety of this dataset is significantly larger than other similar datasets in the literature (which consist of tens of panoramas), making it extremely useful for training and testing a wide range of problems from scene inference, high dynamic range image processing, and rendering.

7.2 Adapting the network to HDR data

Since the light sources are not saturated in the HDR data, the network can be adjusted to directly learn the light source intensities \( y_{\text{int}} \) instead of the binary light mask \( y_{\text{mask}} \). To do so, the network undergoes the following four simple changes. First, the weights of the last layer of the light mask predictor ("conv5-1" in table 1) are initialized to random values. Second, training is performed to update only the weights of the decoders—that is, up to the FC-1024 layer in table 1. This is done to avoid overfitting on the encoder. Third, the target intensity \( t_{\text{int}} \) is defined as the log of the HDR intensity (\( \log_{10} \) is used). Low intensities (below the median of the training dataset) are clamped to 0, since we only care about the light sources: in the unusual case where no pixels would be over this threshold, the ambient term given by the RGB recovery should be enough to light the scene. Finally, the loss is modified to:

\[
L_{\text{HDR}}(y, t, e) = w_1 L_{\text{L2}}(y_{\text{RGB}}, t_{\text{RGB}}) + w_2 L_{\text{cos}}(y_{\text{int}}, t_{\text{int}}, e) + w_3 L_{\text{L2}}(y_{\text{mask}}, t_{\text{mask}}, e), \tag{8}
\]

where \( L_{\text{L2}} \) and \( L_{\text{cos}} \) were defined in eq. (4) and (5) respectively, and \( e \) is continued from training on the LDR data (so the HDR intensities are not overblurred). The L2 term on the intensity was added to reduce deconvolution artifacts. Here, \( w_1 = 10, w_2 = 1, \) and \( w_3 = 0.1 \). Training is otherwise performed with the same parameters as in sec. 6.4, and, just as with the LDR data, 85% of the HDR data was used for training and 15% for testing. Similar to the LDR data (sec. 6.1), 8 crops were extracted from each panorama in the HDR dataset, yielding 14,000 input-output pairs. These are tone-mapped to ensure that the input to the network are LDR images. Finally, the panoramas are also warped using the same procedure as their LDR counterparts. Fig. 11-(b) shows the loss (from eq. (8)) curves on the training and test set during training.

---

This dataset is publicly available at http://www.jflalonde.ca/projects/deepIndoorLight.
Learning to Predict Indoor Illumination from a Single Image

8 EXPERIMENTS

In this section, we evaluate our approach in several different ways. First, we present light prediction results on the SUN360 dataset (LDR data), where the lights found by the detector of sec. 4 are treated as ground truth. Then, we show the results of the HDR fine-tuning procedure, comparing our results with actual HDR ground truth. Finally, we compare our technique to previous work and present a user study comparing the performance of each method at relighting virtual objects. In the following analysis, the term “LDR network” refers to the network trained on the SUN360 dataset which recovers a binary light mask (sec. 6), and “HDR network” refers to the network finetuned on the HDR dataset which recovers the light intensity (sec. 7). Note that when not otherwise specified, every lighting estimate shown in the paper and the supplementary material has been computed completely automatically. The only manual intervention in these results has been, in some cases, to place virtual objects in the scene. Please refer to the supplementary material for more results for each step.

8.1 Evaluation of the LDR network

We provide a qualitative way of evaluating the LDR network ability to estimate the light direction from single images by rendering a virtual bunny model into the image. To do so, a coarse environment map is obtained by thresholding the light mask $x_{\text{mask}}$ (at $t > 0.5$), detecting the connected components, and assigning a weight corresponding to the mean light probability from $x_{\text{mask}}$ to each component. This modified $x_{\text{mask}}^{*}$ is combined with the RGB panorama $x_{\text{RGB}}$ into a single environment map by:

$$x_{\text{combined}} = \lambda_{\text{mask}} x_{\text{mask}}^{*} + \lambda_{\text{RGB}} (1 - x_{\text{mask}}^{*}) x_{\text{RGB}},$$

(9)

where the parameters $\lambda_{\text{mask}}$ and $\lambda_{\text{RGB}}$ are set to 500 and 1, respectively (these choices are arbitrary and used only to visualize the LDR network capabilities at predicting the positions of light sources). As can be seen in fig. 12, our LDR network successfully localizes light sources even in images with small field-of-view and few visually obvious illumination cues.

Handling occluded lights. In sec. 5, we noted that our warping operator is an approximation that does not handle occluded light sources. However, this scenario is rare, and as a result our network is able to robustly generalize beyond these erroneous input data. This is demonstrated in Fig. 13, where our network predicts lights that are not in the ground truth annotation because of occlusion, but are consistent with the shading and shadows observed in the cropped photo.
8.2 Evaluation of the HDR network

In this section, a more thorough evaluation of the HDR network, including quantitative and qualitative results, is provided.

**Quantitative evaluation.** We begin by evaluating the performance of the HDR network on the HDR test set. Fig. 14 shows the distribution of the HDR losses (eq. 8) on our test set of 2,100 images (15% of 14,000), and fig. 15 shows qualitative examples corresponding to various percentiles of this distribution. In this figure, note that the range of ground truth log-intensities is \([0.04, 3.01]\). Since we use a L2 loss (mean squared error), a value of \(L = 0.02\) (as in fig. 15-(a)) thus indicates a global relative error of around 4.7%.

Even though the network has trouble in pinpointing the exact location of small, concentrated light sources (e.g. fig. 15-(b)), it succeeds in finding the dominant light sources in the scene, even when they are located outside the field of view of the photo (as is the case in most of the examples of fig. 15). Larger errors typically occur when the scene is lit by a very large area light sources, such as the window in fig. 15-(e).

**Virtual object relighting.** The HDR network output can directly be used to generate an HDR environment map suitable for relighting, by combining its two outputs like so:

\[
x_{\text{combined}} = 10^n_{\text{mask}} + x_{\text{RGB}},
\]

since the HDR network is trained to output log-intensity. As a post-process we matched the mean RGB value of the RGB prediction and the color of the light source to the mean RGB value of the input image (following the assumption of Gray World surface reflectance, this value captures the color of the illumination).

Fig. 17 presents virtual objects inserted in crops extracted from our HDR test set, so that they can be compared with relighting with their ground truth lighting. The network predictions yields convincing relighting results that are very close to ground truth.

**Global intensity scaling.** Recovering the absolute illumination intensities from an uncalibrated LDR image is an ill-posed problem, since many combinations of light intensities and camera parameters (shutter speed, ISO, etc.) may result in the exact same image. Thus, an object lit with our network estimate is sometimes too dark or too bright. Given that the network recovers correct relative illumination—that is, the ratio between intensities in different parts of the panorama is accurate—fixing this issue boils down to the selection of a single, global intensity scaling parameter. This parameter can be easily specified and is often one of the controls most production compositors offer users to ensure that their renders are properly exposed (even when relighting with ground truth IBLs).

In addition to the automatically estimated results in fig. 17, we also provide a set of results (fig. 17-(c)) where this global intensity scaling has been manually specified. Many more results can be found in the supplementary material, including an example of the effect of this scaling parameter on the appearance of a composite. While our automatic estimate is reasonable in many cases, slightly tuning this scale factor can produce compelling results in almost all cases. Note that all other results in this paper, including comparisons with previous methods, use our automatic light estimates.

Finally, we also provide qualitative examples of objects inserted in generic stock photos downloaded from the Internet in fig. 16. The network is able to obtain robust illumination estimates, even for images with varying fields-of-view and viewpoints, uncontrolled capture settings, and unknown post-processing—all factors that lie outside our HDR training set.

8.3 Comparison with previous work

We compare our approach with that of Khan et al. [2006] and Karsch et al. [2014], and show comparative relighting results in fig. 17. Khan et al. [2006] estimate the illumination conditions by projecting the background image directly on a sphere and flip it to get the whole environment map. This fails to estimate the proper dynamic range and position of light sources. In contrast, our approach produces robust estimates of lighting direction and intensity even when the light is not visible in the image.

Karsch et al. [2014] use a light classifier to detect in-view lights, estimate out-of-view light locations by matching the background image to a database of panoramas, and estimate light intensities using a rendering-based optimization. We used the authors’ original code to estimate both in-view and out-of-view lighting and these are shown in fig. 17-(e). Their panorama matching is based on image appearance features that are not necessarily correlated with scene illumination. As a results, while their technique sometimes retrieves good matches, it may retrieve arbitrarily bad matches. In this case, adjusting the light intensities may not converge to satisfying answers since the light sources are not allowed to move in their...
Fig. 15. Qualitative light intensity and RGB predictions on examples from the HDR test set. For each example, we show (middle) the input image, (top) the ground truth log-intensity \( t_{\text{int}} \) and RGB panoramas \( t_{\text{RGB}} \), and (bottom) the corresponding predictions from the HDR network \( x_{\text{int}} \) and \( x_{\text{RGB}} \). Light intensities are color-coded from yellow (high intensity) to blue (low intensity). The examples are sorted by error percentile \( p \) on the loss (8) from top-left to bottom-right in reading order. See fig. 14 for the complete error distribution on the test set.

Fig. 16. Object relighting on a variety of generic stock photos downloaded from the Internet. In all cases, light estimation is performed completely automatically by our HDR network, the output of which is directly used by the rendering engine to relight the virtual objects.
Fig. 17. Comparison of (b) our method and (c) our method with a single intensity factor humanly tuned with (a) ground truth lighting, (c) [Khan et al. 2006] and (d) [Karsch et al. 2014] on virtual object relighting. While our results sometimes visually differ from ground truth, they yield realistic object insertion results. In contrast, Khan et al. [2006] do not estimate HDR lighting, so renders look flat. Since Karsch et al. [2014] rely on intrinsic decomposition, geometry estimation and inverse lighting, we found the method to be quite sensitive to errors in any one of these steps. Therefore, renders are often much too bright or dark. More results available in the supplementary material.

Fig. 18. For each row, the virtual objects in the image are either lit by the ground truth or by the output of our HDR network. Can you guess which is which? Answers below.

optimization. In addition, their inverse lighting approach relies on reconstructing the depth and the diffuse albedo of the scene. Both of these are challenging problems, and errors in these estimates lead to errors in their lighting predictions. In contrast, our method learns a
direct mapping between image appearance and scene illumination and yields robust, accurate results.

8.4 User study
In addition to inferring scene illumination, we are also interested in using these estimates for graphics applications like 3D object insertion. This begs the questions, how realistic do synthetic objects lit by our estimates look when they are composited into input images?
We assess this axis of performance via a perceptual user study. We prepared 20 scenes from our HDR test set, and inserted a variety of different virtual objects in each of them. We generated a reference composite by relighting objects into these images using their ground truth illumination (obtained by warping the HDR panorama from which the image was extracted). We compared these results with objects that were relit using light probes estimated from four different methods: 1) our HDR network (without artist tuning, see sec. 8.2), 2) our LDR network, 3) [Khan et al. 2006], and 4) [Karsch et al. 2014]. For each technique, we showed users a pair of images—the reference image rendered with the ground truth illumination and the result rendered with one of the methods to be compared—and asked them to indicate which image looks the most realistic. The realism of these composites is significantly affected by the geometric alignment of the objects and scenes, quality of the object geometries and materials, and rendering settings; our forced choice A/B test allows us to somewhat remove these factors and isolate the effect of the lighting estimation on the realism of the composite. Note that this test is only possible because we have high-quality ground truth illumination from our HDR dataset.

Two examples of the type of comparison asked of users is shown in fig. 18. The users were given the option to choose the more realistic image from the given two choices, and additional third option to indicate that they are both equally plausible. Aggregated user study results are given in fig. 19. In total, we gathered responses from 105 unique participants, with 1080 comparisons with respect to the ground truth for each method. The results indicate that our HDR network rendering was considered as or more realistic than the ground truth result in 41.85% of the responses, which is a significant improvement over Khan et al. [2006] (27.78%) and Karsch et al. [2014] (16.76%). Note that even our LDR network (27.32%) is comparable to Khan et al. and a significant improvement over Karsch et al. [2014].

Beyond the significant improvement our automatic methods provides over these previous methods, note that our results can be further improved by simply tuning the global intensity scaling (see fig. 17(c)). This is not possible for either Khan et al. (which cannot recover distinct lights to create effects like shadows) and Karsch et al. (which often gets the direction of the lights wrong and requires significant effort to correct).

9 DISCUSSION
Our main contribution in this paper is to frame illumination estimation from indoor scenes as an end-to-end learning problem. The major benefit of our approach is that it learns a direct mapping from image to lighting. Therefore, it does not make any assumption about the scene (other than it is captured indoors), it does not need to explicitly estimate other scene properties such as scene or camera geometry, nor does it need to use inverse rendering methods which are slow to optimize and prone to local minima. To make this learning possible, we introduce two additional contributions: 1) a method for detecting light sources in LDR panoramas which outperforms the state of the art; and 2) a panorama warping operation that allows us to adapt the lighting conditions for different cropped photos extracted from the panoramas. Together these steps allow us to automatically create labeled data from the SUN360 dataset [Xiao et al. 2012], and train an LDR illumination prediction network. We fine-tuned this network using a new dataset of HDR environment maps to predict HDR scene illumination. Both quantitative and perceptual evaluations of our method show that it is significantly better than the state-of-the-art.

Limitations and future work. While our network is good predicting at light locations, it sometimes has issues inferring the spatial extent and orientation of light sources, particularly for out-of-view lights. This might be partly caused by our in-network filtering. As a result, large area lights might be detected as smaller lights. More typically, sharp light sources get blurred out and do not create the kind of crisp cast shadows that are characteristic of them. Finally, the network can fail on images with complex, ambiguous geometric or photometric cues. Fig. 20 illustrates some of these scenarios. Generally speaking, the network is often better at recovering the light source locations than intensity, since the pre-training step (making the network retrieving light positions) has a much larger training set than the fine-tuning step. Also relevant is the exposure of the input LDR image, to which the light intensity estimator is much more sensitive than the light location estimator.

Our network was trained to predict light intensities and we used a simple scheme to assign color. Needless to say, light color plays an important role in image appearance, and we would like to robustly infer it too. We trained our network to predict one lighting solution for an input image. However, as noted previously, indoor illumination is localized in nature, and might vary even within an image (fig. 20, bottom). Our long-term goal is to be able to recover this spatially-varying lighting distribution—a challenging problem that will certainly require datasets annotated with geometry and illumination.

Finally, while our work looks at only problem of lighting estimation, this problem is closely related to other scene inference tasks like geometric reconstruction and intrinsic images. Inferring all these properties jointly could benefit each individual task.
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